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Algorithmic Debugging: A Road Map

Josep Silva1

Algorithmic debugging [1, 2, 3] is a semi-automatic technique to discover bugs
in programs. It was originally defined in the logic programming paradigm, but it has
been later adapted to all paradigms. The high level of abstraction of this technique
allows for debugging programs without the need to see (or know about) the source
code of the program being debugged. In this work I analyze the evolution of algo-
rithmic debugging along its history, which last more than three decades. I present the
milestones reached along that time, the problems found, the solutions proposed, and
the main applications of algorithmic debugging. On the practical side, I analyze the
main features that a modern algorithmic debugger must have, and I review the use in
the industry and the academia of current algorithmic debuggers.

Keywords: Software Engineering, Debugging, Algorithmic Debugging
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Software Development with Automatic Deductive Verifiers∗

Paqui Lucio1

Formal verification is a technique that mathematically proves the absence of er-
rors in computer programs. Deductive verification is based on the axiomatic seman-
tics of programming languages that was introduced by C.A.R. Hoare in the late 60s:
Hoare’s formal system or Hoare’s logic ([1]. Such formal system has been widely
studied and applied in different areas of programming languages and software engi-
neering, given rise to the software development method known as "design by con-
tract", programming languages that incorporate automated assertions, and verifiers
that check (or help the user to check) that these assertions are true. In particular,
deductive verifiers are based on using an automated theorem prover to automatically
show the properties in which the program correction (with respect to its specifica-
tion) is based. In this talk we introduce the evolution from Hoare logic to today’s
automated deductive verification tools (see e.g. [2]).

Keywords: Formal verification, Assertion, Hoare’s logic.
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Toward a mathematical model for parallel topological
computation within 3D digital image context

F. Diaz del Rio1 D. Onchis-Moaca2 P. Real3

This talk is concerned with the problem of developing a topologically-consistent
framework for efficient parallel topological analysis and recognition in 3D digital
imagery. A topological consistency proof of such systems is provided in most of the
cases by means of a mathematical model of digital images and objects, under which
all theoretical formulae related to topology are true and there is no room for para-
doxes. The idea is to suitably generalize to 3D the promising parallel algorithmic re-
sults on combinatorial optimization over 2D digital images obtained in [1, 2, 3]. We
propose a suitable generalization of the classical notion of Abstract Cell Complex,
called primal-dual abstract cell complex (or pACC for short), as theoretical model
of our framework and particular asymmetric pACCs, called Homological Spanning
Forest (HSF, for short), as a peculiar system of "interaction dynamics", topologically
describing digital objects with 6-adjacency.. We aim to achieve parallel architectures
compatible with this framework and to reduce drastically the time complexity in topo-
logical computations within 3D digital imagery. The new notion of topological hole
tree structure of a binary 3D digital image is defined and an algorithm for computing
it starting from a HSF representation is given.

Keywords: digital image, topological representation, parallel algorithm
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Fuzzy Logic Programming and the FLOPER Environment∗

Ginés Moreno1

The challenging research area of Fuzzy Logic Programming, which is devoted
to introduce fuzzy logic concepts into logic programming in order to explicitly deal
with vagueness in a natural way, has provided an extensive variety of Prolog dialects
along the last three decades. FASILL (acronym of “Fuzzy Aggregators and Similarity
Into a Logic Language”) is a fuzzy logic language with truth degree annotations, a
great variety of connectives and unification by similarity. Here we describe its syntax,
operational semantics (where the fuzzified resolution principle replaces syntactic uni-
fication by weak, similarity-based unification) and declarative semantics (based on a
fuzzy variant of the classical notion of least Herbrand model coping now with truth
degrees and similarity relations). We also give some implementation details on the
FLOPER system developed in our research group, which has been used for coding
real-world applications in emergent fields like cloud computing or the semantic web.

Keywords: Fuzzy Logic Programming, Fuzzy Logic, Logic Programming
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A Gentle Introduction to Linear Temporal Logic and How
To Increase its Expressive Power

César Sánchez1

Temporal logic was invented by the philosopher Arthur Prior and developed by
Hans Kamp [1] in the 1950s and 1960s to model the reasoning and representation of
time. Later, in 1977 Amir Pnueli [2] introduced temporal logics to computer science
in 1977 to express behaviors of computational system.

In this talk we will gently introduce linear-temporal logic (LTL), where time is
interpreted as a linear infinite sequence of instants. Many results since the 80s and
90s have established connections between temporal logic, automata theory and game
theory. For example, it is well known that LTL is strictly less expressive than non-
deterministic finite automata on infinite words (known as Büchi automata), which
has slowed the adoption of LTL to practical applications like hardware verification.
Several adaptations have been proposed to mitigate this lack of expressiveness, like
using fix-point calculi or encoding automata in the specification language, but most
of these efforts do not preserve the elegance of a simple logic with a finite number
of modal operators. At the end of this talk I will present our proposal, regular linear
temporal logic (RLTL) [4, 3], to mitigate this lack of expressiveness.

Keywords: Logic, Temporal Logic, Verification, Formal Methods, Reactive Sys-
tems, Computer Science
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Analysis of heart rate variability with RHRV

Xosé A. Vila1

Our heart beats rhythmically pushing blood throughout our body. Cardiologists
use the electrocardiogram (ECG) to check if the rhythm of the heartbeat and its mor-
phology is normal. The heart is not beating like a metronome, in fact analyzing
beat-to-beat distances provide relevant informaction for the diagnosis and monitor-
ing of patients. Mathematics and technical advances have allowed in recent years to
expand the range of possible uses of this information.

This paper will explain how the heart rate variability (HRV) is obtained, which
techniques are used to extract relevant information from a clinical point of view,
which problems arises and how mathematics help to solve them.

Currently there are not many software tools available to clinicians able to perform
automatic HRV analysis. In our group we have developed a free package for R,
which called RHRV, that permitits to obtain the heart rate from the ECG and to obtain
information from them.

Keywords: ECG, HRV, digital signal processing
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Model Checking: A Formal Verification Technique with
Industrial Applications

María del Mar Gallardo1

Nowadays, an increasing number of devices and tools include so-called critical
software, that is, software that carries out highly sensitive tasks whose failure is un-
acceptable for security reasons. Examples of such critical applications may be found
in different domains such as automotive [1], health [2], railways [3] or avionics [4].
The analysis/verification of critical systems wrt the most essential properties involves
having to deal with their inherent complexity deriving from different sources. For in-
stance, critical code is usually composed of thousands of code lines which makes
a non-automatized analysis impossible. In addition, its behaviour is generally non-
deterministic as critical software is usually concurrent and/or because the interaction
with the environment does not occur in an orderly fashion.

In this communication, we briefly describe the foundations and current applica-
tions of model checking for the verification of critical concurrent systems. Model
checking [5, 6] is a well-established formal technique characterised by displaying a
good balance between mathematical rigor, needed to guarantee software correctness,
and the practical applicability which comes from its algorithmic nature. Since its
very beginnings, the development of the technique has been carried out in parallel
with the construction of tools, the so-called model checkers.

As first glance, the idea behind model checking is simple. Roughly, to analyse a
system, we only have to build the whole reachability graph produced by the system,
containing all possible system behaviours, and check whether all possible executions
satisfy a set of desirable properties. It is clear that the drawback to this apparently
brute force technique is the well-known state explosion problem that occurs when
the system graph to be analysed is too big. However, despite this non-trivial prob-
lem, the advantage of the method with respect to the deductive approaches is that it
is completely algorithmic. Observe that the word algorithm in this sentence refers
not only to the task of constructing the system graph, but also to the way of proving
properties on this graph. This is the strength of the model checking technique and the
reason why E.M. Clarke and E.A. Emerson, and J. Sifakis received the ACM Turing
Award in 2007 [7]. The two research groups independently found model checking
algorithms to verify CTL (computational tree logic) properties on systems [8, 9].
The complexity of these algorithms is polynomial. Specifically, the model check-
ing procedure in [8] ran in a time proportional to the square of the system size (the
number of reachable states) and linear to the size of the property analysed. How-
ever, these results were clearly improved upon in later papers. These model checking
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algorithms were based on the iterative fixpoint calculations of basic temporal modal-
ities. An interesting result from M. Vardi and P. Wolper [10] was the observation that
when desirable properties are described in LTL (Linear Temporal Logic), systems
to be analysed and properties are formally equivalent under the common notion of
automata. Thus, combining software systems and properties is reduced to construct-
ing a product automata, which can be done automatically and efficiently. This new
interpretation of model checking made it possible to construct very efficient model
checkers such as SPIN [11] developed by G. J. Holzmann who received the ACM
Software System Award in 2001.

Over the last 25 years, many model checking algorithms and associated tech-
niques have appeared, most of them trying to palliate the state explosion problem
(symbolic model checking, abstract model checking, symmetry reduction algorithms,
partial order reduction algorithms and so on). Currently, we can say that although the
technique has a physical limitation due to the state space problem, in practice, it can
be successfully applied to real systems. For instance, the symbolic model checker
NuMSVM has been able to analyse systems with 10120 reachable states [12].

Therefore, we can conclude that model checking is a ‘push-button’ verification
technique. Thus, a model checker accepts the specification of a system and a prop-
erty written in temporal logic and returns ‘yes’ when all the possible executions of
the system satisfy the property, or ‘no’, when the tool finds a malfunctioning execu-
tion. In addition, in the latter case, the tool also returns the erroneous behaviour (the
counterexample) which can be used to debug the system. The fact that the model
checkers appear as software tools whose inner complexity is hidden from users and
that can be used by non-expert programmers has led to the gradual integration of
model checking, and formal methods, in general, in the industry. Currently, many
software companies such as Lucent Technologies (currently, part of NOKIA), Intel,
NASA, Microsoft and IBM have departments dedicated to software analysis using
model checking.

Keywords: Critical Software, Verification, Model Checking
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Efficient Computation of Absolutely Normal Numbers

Jack H. Lutz1, Elvira Mayordomo2

A real number x is absolutely normal if, for every base b ≥ 2, every two equally
long strings of digits appear with equal asymptotic frequency in the base-b expansion
of x. We discuss recent progress on efficient algorithms for computing real numbers
that are absolutely normal.

Keywords: absolutely normal numbers, finite-state randomness, Lempel-Ziv algo-
rithm, martingale diagonalization, nearly linear time
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On the NP-Hardness of Optimizing Binarizations of
Context-Free Grammars

Carlos Gómez-Rodríguez1

Binarization, the process of transforming a grammar to an equivalent form where
each rule has at most two symbols in its right-hand side, is a key task for a wide
range of parsers using context-free grammar and other grammatical formalisms. As
non-trivial grammars can be binarized in multiple ways, it is convenient for efficiency
reasons to choose a binarization that is as small as possible. This optimization prob-
lem has been addressed with heuristics that yield relatively compact binarizations, but
no efficient algorithm is known that guarantees to generate a grammar with minimum
size. In this talk, I will show that the problem of finding a minimum binarization for
a given context-free grammar is NP-hard, by reduction from vertex cover. This re-
sult has been published in [1]. The result also generalizes to other, more powerful
grammar formalisms.

Keywords: Complexity, binarization, grammars, context-free grammar, parsing,
natural language processing
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A refined algorithm for testing the Leibniz n-algebra
structure

J. M. Casas1, M. A. Insua1 M. Ladra2, S. Ladra3

We present a refinement of the algorithm given in [2] that checks if a multipli-
cation table corresponds to a Leibniz n-algebra structure. This algorithm is based
on the computation of a Gröbner basis of the ideal which is used in the construction
of the universal enveloping algebra of a Leibniz algebra and it is implemented in a
Mathematica notebook by means of the NCAlgebra package.

Essentially, the refinement consists of removing all the superfluous information in
the generators of the ideal; this deletion allow us to decrease highly the computation
time.

A comparative analysis between both implementations is provided.

Keywords: Leibniz n-algebras, Universal enveloping algebras, Groebner Bases

MSC 2010: 17A32, 68U99

Introduction

A Leibniz n-algebra [3] is a K-vector spaceL endowed with an n-linear map [−, . . . ,−] :
L⊗n → L satisfying the Fundamental Identity

[
[x1, . . . , xn], y1, . . . , yn−1

]
=

n∑
i=1

[
x1, . . . , xi−1, [xi, y1, . . . , yn−1], xi+1, . . . , xn

]
(FI)

for all x1, . . . , xn, y1, . . . , yn−1 ∈ L.
When the n-bracket is skew-symmetric, the structure is named Lie n-algebra. Lie

(respectively, Leibniz) 2-algebras are exactly Lie (respectively, Leibniz) algebras.
For finite-dimensional Leibniz n-algebras with basis {e1, . . . , ed}, the n-ary bracket

is determined by structure constants cki1,i2,...,in such that [ei1 , ei2 , . . . , ein ] =

d∑
k=1

cki1,i2,...,inek.

The problem of identify a Leibniz n-algebra structure in a given n-ary bracket is
the subject of the paper [2], where a computer program in Mathematica that checks
if a multiplication table satisfies (FI) is implemented. The algorithm is based on the
computation of a Gröbner basis of the ideal which appears in the construction of the
universal enveloping algebra of a Leibniz algebra [5], by means of the NCAlgebra
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package [4] which enables the computation of Gröbner bases in non commutative
associative algebras. This Gröbner basis provides a criterion in terms of existence of
polynomials of degree 1 over convenient variables, which guarantees that the multi-
plication table corresponds to a Leibniz n-algebra or not. To decide whether a Leibniz
n-algebra is a n-Lie algebra or not, it is necessary to check whether certain type of
polynomials are equal to zero.

Although the implementation of this algorithm does not provide efficient results
concerning times of computation in an Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz,
16 GB RAM, running Windows 7 (64 bits) with Mathematicar10, our goal in this
talk is to present a refinement of the computer program in order to reduce times of
computation and compare its efficiency with respect to the initial one given in [2].

Refinement of the algorithm

While we were developing the initial algorithm, it was very clear for us from the
beginning [2], that the process could be quicker but the goal was not to get an efficient
algorithm, at least at that point of the research. The main motivation was to proof that
the Leibniz checking process can be done using Gröbner Basis. Doing things like
this, we have enriched the problem and so it is possible to manage the situation from
a different and useful point of view (Gröbner Basis Theory and Ideal Theory). Once
the theoretical background is established, our interest changed from the existence to
the efficiency of the algorithm.

The main idea, we followed to reduce computation time, was to avoid unneces-
sary computations and to remove all the superfluous information which is contained
in the ideal.

The first criterion, we followed to avoid unnecessary computations, is the follow-
ing: if we examine the proof of [2, Proposition 3.6], it is possible to check that the set
of the expressions [ei, gt(e1, . . . , ed)] (gt ∈ Dn(L)ann) have an important role. If one
of these brackets is not equal to zero, then the structure cannot be a Leibniz n-algebra
(as if L is a Leibniz n-algebra, then [−, (Dn(L))ann] = 0).

The second criterion, we followed to remove all the superfluous information, is
the following: if all the previous expressions are equal to zero, then it is easy to
check, again following the proof of [2, Proposition 3.6], that it is possible to gather
the information we need from a subideal of Φ(I), this subideal is 〈{xi · xj − xj ·
xi − Φ(r[ei,ej ])}i,j∈{1,...,m},i<j

⋃
{yi · xj − xj · yi − Φ(l[ei,ej ])}i∈{1,...,d},j∈{1,...,m}〉,

m = dim(Dn(L)ann). A natural question arises at this point, is the Gröbner Basis of
this subideal finite?, the answer is affirmative because all the reductions drive us to 0
or a polynomials of degree 1.

Using these two criteria and other minor computational aspects, such that, stop
the computation process as soon as we obtain the information we need, that is, no
more computations will be done when the information is reached, helped us to con-
struct a more efficient algorithm.
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The Geometry of Musical Chords according to D. Tymoczko
Ana Pereira do Vale1,

Theoretical models for composition and musical analysis have used in recent
years, mathematically structured models that gain particular importance in compu-
tational issues related to music. These models have not been started recently. The
first (tonnetz) two-dimensional latice of sounds known was presented in 1739 by
Leonhard Euler ([1]) This latice established a link between the notes that formed
musical intervals of major third and perfect fifth. In the mid-nineteenth century the
"tonnetz" were rediscovered by some music theorists, namely Arthur von Oettingen
(1836-1920) ([2]) and Hugo Riemann (1849-1919) ([3]). Hugo Riemann wrote sev-
eral books on musical analysis and revolutionized the theory of musical analysis so
deeply, that modern theories are called Neo-Riemannian.

In Neo-Riemannian theories there is a great effort to systematize, not only through
latices ("tonnetz"), but also through the definition of specific functions examples of
these can be found in the works of Allen Forte (1926-2014) ([4]) or David Lewin
(1933-2003) ([5]).

One objective of these approaches is to establish a music structure that is global.
That could be applied in the musical analysis of different types of music:tonal music,
twelve-tone music, etc. Nowadays one uses different systems for each of them.

It should be noted that these models are not intended only for the analysis of
musical compositions, they also serve as a system of rules for composition. Indeed
the portuguese composer Paulo Bastos who, in his master’s thesis examined the “Six
piano pieces” Opus 19 by Schönberg using the theory of attractive notes of Edmond
Costère (([6]), has recently composed several works using this structure as a support.

Some of these mathematical models developed are geometrical. It is the case of
the Theory of Chord Dmitri Tymocko ([7]) and The Geometry of Rhythms ([8]).

It is known by musicians of the 12 notes model description distributing points in
a circle or a dodecahedron. Notes are represented in equivalence classes. The octave
is not important. All the notes that correspond to C (treble or bass) are represented
by the same point and we obtain a representation of the 12 notes as a quotient set.
Tymoczko describes a similar mode for musical chords, obtaining subsets of size 2,
3 and 4, as the chords consist of 2, 3 or 4 notes. Choosing an appropriate geometric
representation of these spaces, we obtain a spatial organization of the chords we will
provide important data for the theory of music. It will be explained in detail the
model of two-note chords and explained how it will appear the model of three-note
chords.

Keywords: Music Theory, Klein bottle, Voice leading, Tonnetz
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Multi-armed Bandits for Information Retrieval Evaluation

David E. Losada1

Evaluation is crucial to making progress in building better search engines. In
the field of Information Retrieval, it is standard practice to build test collections and
define evaluation measures to assess the effectiveness of search systems [1]. Each
benchmark or test collection comprises a set of queries, a collection of documents
and a set of relevance judgements. Relevance judgements are often done by humans
and thus expensive to obtain. Consequently, relevance judgements are customarily
incomplete. Only a subset of the collection, the pool, is judged for relevance. In
popular evaluation campaigns, the pool is formed by the top retrieved documents
supplied by systems participating in a certain evaluation task [2]. With multiple re-
trieval systems contributing to the pool, an exploration/exploitation trade-off arises
naturally. Exploiting effective systems could find more relevant documents, but ex-
ploring weaker systems might also be valuable for the overall judgement process. In
this talk, I will explain our research on Reinforcement Learning [3] for pooling-based
evaluation of Information Retrieval systems. Our proposal is based on casting doc-
ument judging as a multi-armed bandit problem [4]. This formal modelling leads to
theoretically grounded adjudication strategies that improve over the state of the art.
We show that simple instantiations of multi-armed bandit models are superior to all
previous adjudication strategies.

Keywords: Multi-armed bandits, Information Retrieval, Evaluation, Reinforcement
Learning
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Non-degeneracy conditions in automated proving and
discovery

Manuel Ladra1, Pilar Páez-Guillán1, Tomás Recio2

The automated theorem proving theory was initiated by Wu in [4], and its goal
is to provide computer algebra algorithms in order to decide automatically if a given
geometric statement is true. For this purpose, the method assigns coordinates to the
points involved in the statement (some independent, say x1, . . . , xs, and the others
dependent on the previous ones, xs+1, . . . , xn), and polynomial equations to the rest
of the elements (lines, circles. . . ) and conditions (parallelism, perpendicularity. . . ),
“translating” in this way the hypotheses (H) and the thesis (T ). We symbolise the
theorem as H =⇒ T , and declare it true if V (H) ⊆ V (T ), roughly speaking.

We will be interested in the “non-degenerated” configurations of our theorems;
i.e. those in which two different points are really different, a triangle does not collapse
to a line, etc. The theorems which are true except on these exceptional cases are called
generally true. There exist methods to determine successfully whether a theorem is
generally true or not, as well as the extra polynomials needed to restrict the set of
hypotheses H to the desired situation –they are called non-degeneracy conditions.
Working over an algebraically closed field K, a theorem is generally true if and only
if the ideal (H + (T · t − 1)) ∩ K[x1, . . . , xs] (where t is an auxiliary variable) is
different from zero; similarly, we say that a theorem is generally false when (H +
T ) ∩ K[x1, . . . , xs] 6= 0, with the approach and terminology employed in [3]. The
polynomials in the last ideal are necessary conditions for the thesis to be true: if we
add them to H , and after that we obtain a generally true theorem, it is said that we
have discovered it.

However, due to the high complexity of the algorithms to compute the previous
ideals (triangularization, Gröbner basis, etc.), sometimes it is convenient to intro-
duce manually some easy-to-guess non-degeneracy conditions, and then apply the
method. At this point, a problem arises: our method is designed to deal with equa-
tions, and the non-degeneracy conditions are inequalities. The traditional way to
transform a non-degeneracy condition into an equality is the so-called “Rabinow-
itsch trick”: if we want to express f 6= 0, we can write f · t − 1 = 0, and add
this polynomial to H . Clearly, if f(x1, . . . , xn) = 0, we have that f(x1, . . . , xn) ·
t − 1 = −1, and if f(x1, . . . , xn) 6= 0, we take t = 1/f(x1, . . . , xn) and we
are done. But in the context of algebraically closed fields, there is another option:
the saturation Saturate(H, f) = (H : f)∞ = {g ∈ K[x1, . . . , xn] : g · fn ∈
H for some n ∈ N>0}. This possibility is due to the following geometric interpreta-
tion: V (Saturate(H, f)) = V (H) \ V (f), where U denotes the Zariski closure
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of the set U ⊆ K[x1, . . . , xn]. As it is indicated in [1], both methods are related:

Saturate(H, f) = (H + (f · t− 1)) ∩K[x1, . . . , xn]. (1)

It is our goal to show how the choice of the method employed for introducing the
non-degeneracy conditions can affect our results.

Henceforth, we will write H1 := H + (f · t − 1), H2 := Saturate(H, f),
H1 := (H1+T )∩K[x1, . . . , xs] andH2 := (H2+T )∩K[x1, . . . , xs]. By (1), we see
that H2 ⊆ H1, and then H2 ⊆ H1: the Rabinowitsch trick provides more conditions
for discovery than saturation. What is interesting is that H1 = Saturate(H2, f)
(analogously, (H1 + (T · t′ − 1)) ∩ K[x1, . . . , xs] = Saturate((H2 + (T · t′ −
1)) ∩K[x1, . . . , xs], f)), as it is shown in [2]; so, the choice does not affect whether
the theorem is generally true or false.

Anyway, we still have two different sets of additional hypotheses, H1 and H2,
which we must add to the original set H to find out whether they lead to a new
theorem or not. And, once again, we can introduce the non-degeneracy condition
f 6= 0 by the traditional approach or by saturation. We differentiate four statements:

St1 : H +H1 + (f · t− 1) =⇒ T,

St2 : H +H2 + (f · t− 1) =⇒ T,

St3 : Saturate(H +H1, f) =⇒ T,

St4 : Saturate(H +H2, f) =⇒ T,

being St1 and St4 more natural than St2 and St3.
Using that Saturate(H1, f) = Saturate(Saturate(H2, f), f) = Saturate(H2, f),

it is not difficult to prove that St3 and St4 are, in fact, the same statement. So, we in-
fer from the previous results that if one of our statements is generally true, the others
will be too. However, they are not all the same: using the Rabinowitsch trick, we end
up with two new formally different theorems.

These results can be applied in the practical implementation of the method: if we
only want to know the “class of truth” of the original theorem, or determine whether
it leads to a discovery or not, it is more efficient the saturation than the Rabinowitsch
trick, since the former only involves one saturation, and the latter, two. In fact, some-
times a usual computer cannot achieve this information using the Rabinowitsch trick,
while no difficulties are found employing the saturation.

Keywords: Automated discovery, non-degeneracy conditions, Rabinowitsch trick,
saturation
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29



References

[1] D. A. COX; J. LITTLE; D. O’SHEA, Ideals, varieties, and algorithms. An intro-
duction to computational algebraic geometry and commutative algebra. Springer
Cham, New York, 2015.

[2] G. DALZOTTO; T. RECIO, On protocols for the automated discovery of theorems
in elementary geometry. J. Automat. Reason 43(2), 203–236 (2009).

[3] T. RECIO; M. P. VÉLEZ, Automatic discovery of theorems in elementary geom-
etry. J. Automat. Reason 23(1), 63–82 (1999).

[4] W. T. WU, On the decision problem and the mechanization of theorem-proving
in elementary geometry. Sci. Sinica 21(2), 159–172 (1978).

1Depto. de Matemáticas
Universidad de Santiago de Compostela
Lope Gómez de Marzoa, s/n. 15782-Santiago de Compostela
manuel.ladra@usc.es, mariadelpilar.paez@rai.usc.es

2Depto. de Matemáticas, Estadística y Computación
Universidad de Cantabria
Avda. Los Castros, s/n. 39005-Santander
tomas.recio@unican.es

30


	Program
	Josep Silva
	Paqui Lucio
	Antonio Sodre
	P. Real
	Ginés Moreno
	César Sánchez
	Xosé A. Vila
	María del Mar Gallardo
	Elvira Mayordomo
	Carlos Gómez-Rodríguez
	M. A. Insua
	Ana Pereira do Vale
	David E. Losada
	Pilar Páez-Guillán



