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We report the suppression of the ferromagnetic phase transition in La1−xCaxMnO3 close to the localized-to-
itinerant electronic transition, i.e., atx<0.2 andx<0.5. A new crossover temperatureTf can be defined for
these compositions instead ofTC. Unlike in common continuous magnetic phase transition the susceptibility
does not diverge atTf and a spontaneous magnetization cannot be defined below it. We propose that the
proximity to the doping-induced metal-insulator transition breaks up the electronic/magnetic homogeneity of
the system and explains these effects.
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After 50 years of research in mixed-valence manganites,
the intrinsic character of the magnetic/electronic phase seg-
regation(PS) in these materials is widely accepted.1,2 More-
over, it is now clear the relevance of the PS phenomenon to
other doped Mott insulators, like cuprate superconductors,3

as well as classic ferromagnetic semiconductors.4 However,
a complete understanding of the thermodynamic origin of the
segregated phase and its fundamental properties are still
challenging our knowledge of the subject. For example, the
PS phase in manganites shares some similarities with classi-
cal spin-glasses,5 but it is under discussion as to whether the
“glassy phase”(GP) of the manganites constitutes a thermo-
dynamically different state. The definition of the freezing
temperatureTf is controversial even in canonical spin-
glasses, so that a complete study of the GP in manganites
should begin with the characterization of the crossover to-
wards this phase from the high-temperature homogeneous
paramagnetic(PM) regime.

In this paper we have applied a simple criterion based on
the Landau theory to study the nature of the magnetic phase
transition across the ferromagnetic-metallic(FMM) compo-
sitional range in La1−xCaxMnO3 0.2øxø0.5. Close to the
localized limit, i.e.,x<0.2, x<0.5, the first-order magnetic
transition reported aroundx<3/8 (Refs. 6 and 7) is sup-
pressed, and the system does not undergo a true ferromag-
netic phase transition. A crossover temperatureTf is intro-
duced by analogy with the spin-glasses. The susceptibility
xsH=0,Td does not diverge atTf and the spontaneous mag-
netization cannot be defined for this inhomogeneous state.

The samples were synthesized by conventional solid-state
reaction from high purity reagents and the oxygen content
was determined by thermogravimetric analysis. For initial
magnetization curves, the sample was heated well aboveTC
before cooling in zero-field conditions with a correction of
the remanent field in the superconducting quantum interfer-
ence device.

The inverse susceptibility in the Landau theory for mag-
netic phase transitions is given by8

xT
−1 = s]2A/]M2dT = asTd + bsTdM2 + csTdM4 + ¯ , s1d

where AsT,Md is the thermodynamic Helmholtz potential
and asTd, bsTd, etc., are coefficients that can themselves be

expanded aboutTC under a series of restrictions determined
by the nature of the magnetic system. The convexity of
AsT,Md with respect toM makes these coefficients necessar-
ily positive aboveTC, for the transition to be continuous.An
inspection of the sign of the slope of the isotherms of H/M
versus M2 will then give the nature of the phase transition:
positive for second order and negative for first order. This
criterion, originally proposed by Banerjee,9 was already suc-
cessfully applied to determine the change in the order of the
phase transition in La2/3sCa1−xSrxd1/3MnO3 by Mira et al.6

Figure 1 presents the corresponding isotherms for some rep-
resentative compositions of the series betweenx=0.2 andx
=0.5. For every value ofx, the MsHd isotherms were mea-
sured around the temperature of the minimum in]M /]T,
measured at low field.

For compositions close to the optimum doping levelx
<3/8, the MsHd isotherms present a negative slope, and
hence the magnetic phase transition is first order, in agree-
ment with previous reports.6,7,10On the other hand, the slope
of the curves becomes progressively positive when the hole
density moves away from the optimal doping forTC and
approaches the localized limit. Although following the Ban-
erjee criterion this would correspond to a continuous,
second-order magnetic phase transition, we will argument
here that the magnetic transition out of the range
0.275,x,0.43 is not a true phase transition, but only a
change in the relative volume fractions of the fluctuations
that compete to develop below a certain temperaturesTfd.

In ordinary second-order magnetic phase transitions, the
critical magnetization exponentb is obtained from the ther-
mal variation of the spontaneous magnetizationMssH
=0,Td. The values ofMs at each temperature are usually
derived from an extrapolation to theM2 axis in the Arrot
plot.11 However, for compositions out of the first-order range
in Fig. 1, the isotherms never intercept theM2 axis, even at
temperatures much lower than the temperature of the mini-
mum in ]M /]Ts=Tfd. The extrapolation from low field,
where the approximation is justified, neither cuts theM2
axis. This makes it impossible to define the order parameter.
Moreover, the isotherms never reach the origin; they inter-
cept theH /M axis at a finite value, giving a susceptibility
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that never diverges, and hence a conventional magnetic
phase transition and a true ferromagneticTC cannot be de-
fined.

In one of the few studies performed apart fromx<3/8,
Kim et al.12 reported a continuous transition with tricritical
point exponents forx=0.4; this composition was considered
a borderline that separates first-ordersx,0.4d from second-
order sxù0.4d magnetic phase transitions. However, the re-
sults reported in Fig. 1 show unequivocally that the transition
is not first-order for all the FM samples withx,0.4. We
considered the possibility of another tricritical point atx
=0.275, but the value of the critical exponentd, once the
susceptibility was corrected, was unphysical. Moreover,
there is no continuous transition beyondx=0.4 or belowx
=0.275. From this point of view, thex=0.275 andx=0.43
compositions resemble the critical endpoint of a liquid-gas-
like transition. In this case, the critical points are approached
along a coexistence curve where two PM+FM phases are
equally stable.

The suppression of the phase transition was already pre-
dicted by Aharony and Pytte13 in models withrandom fields,
and it has been observed experimentally in amorphous rare-
earth alloys14 and quenched ferrofluids.15 In the Aharony-
Pytte model, theMsHd isotherms were shown to never reach
the M2 axis, presenting a finite susceptibility, as in our case.
Imry and Ma16 demonstrated that in two dimensions, a local
random perturbation will break the FM system in domains of
a certain sizeL, even when the random field is much weaker
thanJ. Recently, Burgyet al.17 extended the critical dimen-
sion to 3 in manganites by considering the cooperative nature
of the lattice distortions in these materials. Disorder is intro-
duced in these models as a fluctuation ofJ and t around the
clean limit value, due to random chemical replacements in
the rare-earth position of the manganite.

We propose here a more general mechanism, in which the
random field is introduced by the fluctuations in the

magnetic/orbital ordering due to the proximity to the local-
ized transition. By analogy to a liquid-gas transition, the
thermodynamic basis of the phenomenon can be understood,
without considering the chemical disorder. At the localized to
itinerant electronic transition, the free energy,DG versusknl
curve will present a double minimum with similar energies at
knll andknli, corresponding to the hole concentrations for the
localized and itinerant regimes, respectively. The inflection
points of this curve define thespinodes, where ]2G/]knl2

=0. On cooling down an initially homogeneous sample hav-
ing an knl inside the spinodal region, the sample will be
unstable with respect to small fluctuations in the electronic
density, giving hole-rich and hole-poor regions. Those fluc-
tuations decrease the total free energy as the slope ofDG
versusknl decreases past the inflection point. The Coulombic
energy and the spontaneous charge transfer between these
phases will keep the system in a dynamic regime, or ordered
in the form of a charge-density wave or stripes, that are
mobile unless pinned by the structure. Due to the different
magnetic/orbital structures of the localized and itinerant
phases, these spontaneous fluctuations will introduce a ran-
dom field in the system that will break it up in clusters. The
suppression of the lattice thermal conductivity close tox
=0.2 andx=0.5 (Ref. 18) corroborates the dynamic coexist-
ence of localized and itinerant clusters with different
magnetic/orbital arrangement. On the other hand, the exis-
tence of charge segregation in the form of hole-rich/hole-
poor magnetic droplets was demonstrated by neutron scatter-
ing as the localized-to-itinerant transition is approached.19

From this point of view, the nondivergence of the suscep-
tibility at Tf can be understood from the influence of finite
size effects on the spin-correlation function.20 In a real sys-
tem the correlation lengthj is limited by the system sizeL,
andxsH=0,Td will saturate whenj becomes comparable to
L: strictly speaking, no phase transition can be defined for a
finite system atTÞ0, asj never reaches the infinity. How-

FIG. 1. H /M vs M2 plots for
various representative composi-
tions aroundTC and Tf showing
the change in the sign of the slope
as the composition moves through
the FM range.Tf is defined in-
stead ofTC for the compositions
where a conventional ferromag-
netic phase transition cannot be
identified.

BRIEF REPORTS PHYSICAL REVIEW B70, 172410(2004)

172410-2



ever, finite size effects are normally negligible in macro-
scopic systems and only produce a rounding up of the tran-
sition very close toTC. However, if j is limited, as in this
case, to a few dozens of nanometers by the size of the FM
clusters, the phase transition can be completely suppressed
due to the local character ofj at every temperature.21

To further test the hypothesis of proximity to the metal-
insulator transition, and to discard any effect of doping, we
have reduced the tolerance factor of the sample withx=0.3
introducing Nd to push it towards the localized limit. The
temperature dependence of the zero-field cooling(ZFC) in
sLa0.25Nd0.75d0.7Ca0.3MnO3 (still in the bad-metal behavior
regime, see Fig. 2), is characteristic of systems composed of
random magnetic clusters with frustrated interactions; they
are incompatible with a long-range FM state. The logarith-
mic relaxation of the thermoremanence(inset Fig. 2) is quite
definitive on support of this hypothesis. The antibonding
character of theeg electrons makes the volume of the local-
ized antiferromagnetic(AF) fluctuations larger than the FM
phase. This introduces a lattice distortion and a strain field
that propagates like 1/r3, just as a dipolar interaction. Lottis
et al.22 demonstrated that the decay of the magnetization of a
spin system with this kind of interaction follows a logarith-
mic time dependence, exactly what we have observed experi-
mentally. Moreover, theH /M isotherms neither cut theM2

axis belowTC in this system, as it can be seen in Fig. 3.
A mobile boundary between the fluctuating phases will be

created by cooperative bond-length fluctuations(BLF), as
originally proposed by Goodenough.2 In fact, BLF have been
identified as the possible cause for the characteristicrsTd
~T3/2 observed in several strongly correlated metals close to
the localized limit.23 Bad-metalbehavior and the absence of
a Drude component in the optical conductivity of the
metallic-like region are also characteristic of thevibronic
character of the mobile charges strongly coupled to the lat-
tice fluctuations.

In Fig. 4 we show the phase diagram for the system
La1−xCaxMnO3 revised in accordance with our experimental
data.

We also mention that a dynamic electronic phase segrega-
tion at the Mott-Hubbard transition such as that described
above will lead to a continuous transfer of spectral weight
between the Hubbard and the itinerant-electron bands, with
the concomitant reduction in the density of states atEF,
opening apseudogap. This pseudogap mechanism should be
generally present in systems at the Mott-Hubbard
transition,25 although specific characteristics of each system
(screening and hybridization which will affect the Coulom-
bic energy) will modify the extent of this phenomenon.
Pseudogap features were predicted by Moreoet al.26 in man-
ganites and found in layered La1.2Sr1.8Mn2O7 by Dessauet
al.27 The existence of a pseudogap in high-TC superconduct-
ors close to the Mott transition is also well known.28

In summary, our results show that the magnetic phase
transition in La1−xCaxMnO3 is suppressed close to the local-
ized limit. A spontaneous fluctuation between phases with
small differences inknl and exchange constants introduces a

FIG. 2. ZFC-FC curves forsLa0.25Nd0.75d0.7Ca0.3MnO3 at
250 OesTf =110 Kd. Inset: Thermoremanent magnetization
(TMRM) relaxation. The sample was cooled from 300 to 20 K in
100 Oe and then the field was switched off. The data follow a
logarithmic time dependence. From 102 to 104 s the TMRM di-
minishes only by 7%, indicating an extremely long relaxation time,
compatible with FM clusters of dozens of nanometers in size.

FIG. 3. H /M vs M2 plot for sLa0.25Nd0.75d0.7Ca0.3MnO3 around
Tf <110 K (see Fig. 2). As in the samples of La1−xCaxMnO3 out of
the first-order range(see Fig. 1), the isotherms do not cut theM2

axis.

FIG. 4. Revised phase diagram of La1−xCaxMnO3, (adapted
from Ref. 24). The dotted line indicatesTf in the regions in which
a true phase transition does not occur. An inhomogeneous magnetic
state with no long-range FM order develops belowTf.
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random field that suppresses the first-order character of the
magnetic transition in this system. This dynamic phase-
segregation phenomenon is quite general, applicable to the
copper oxide superconductors as well as the colossal magne-
toresistive manganites. We point out that the electronic inho-
mogeneity provides a mechanism for the formation of a
pseudogap in systems close to the Mott-Hubbard transition.
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